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A B S T R A C T : 

Artificial Intelligence (AI) has already matured to the point where people from 
different industry fields and research domains can utilize its tools for various 
practical applications, including within healthcare, where AI holds immense 
promise. This capability has generated high hopes and has been used in the 
fight against the Covid-19 pandemic. However, against the backdrop of these 
applications, more contentious AI use cases have been highlighted, particu-
larly with concerns about ethics and cybersecurity. This paper discusses re-
cent developments and exciting applications of AI methods and tools. We 
cover three aspects: AI against Covid-19, AI for cybersecurity, and cybersecu-
rity for AI, as well as some misuses of AI. We also present an overview of AI’s 
potential through the lens of cybersecurity, to provide food for thought on 
the idea that securing artificial intelligence necessitates an entirely new ap-
proach to security and what it means in the context of dramatically increasing 
digital dependency. 
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Introduction 

Achieving a machine-based imitation of human thinking and cognition may have 
looked a futuristic dream some decades ago, while nowadays, it is seriously pen-
etrating our digitized ecosystem and we are really concerned about its possible 
and realistic impact on our privacy, freedom, and life in cyberspace, as we know 
it.  

Although our progressively digitally-dependent society is still relatively far 
from answering Alan Turing’s challenge from 1950 – “Can machines think?” the 
research and the practical implementations in the field of Artificial Intelligence 
(AI) have already reached a level of maturity, which makes the new old 
statement for AI as “the next big thing” this time better grounded. The third 
boom we presently observe, after the introduction of the term and the concept 
for “AI” by John McCarthy and colleagues in 1956 at the Dartmouth Conference 
and the following two “AI winters” in the 70s and 90s, is based on the recent 
developments suggesting a dramatic change on a large scale. Upgraded tools 
and techniques, such as Machine Learning (ML) and Deep Learning, Natural Lan-
guage Processing (NLP), Computer Vision, Robotics, Autonomous Vehicles, and 
the reborn expert (intelligent, knowledge-based) systems have achieved wide-
spread applications in industry, science, personal life, and society, including 
within the healthcare sector.1  

Historically, namely biomedical research, healthcare, and medicine were 
among the promising areas during the second bloom of AI in the mid-1980s, 
when the MYCIN expert system demonstrated better-than-human performance 
in diagnosing the causes of blood diseases. Various similar healthcare-related 
expert systems followed, but only a few of them made it out of the research 
labs. Bulgaria has also demonstrated some applied research of AI-based sys-
tems and implementaiton, like in the field of medicine and biophysics (PREFES, 
KREBS 2 at the Institute of Biophysics, Bulgarian Academy of Sciences). Planning 
of biophysical experiments was facilitated by expert systems using fuzzy reason-
ing, and also observaitons such as microscope images and videos have been in-
terpreted using qualitative-quantitative behavior analysis.3 However, despite 
the promising results, some scientists have warned that in order to become a 
valuable decision-making adviser in real-life, these expert systems would need 
much better “common sense” knowledge formalized properly in addition to 
their experts’ knowledge, plus a huge computational power to process large 
data sets. Those deficits were agreed as the main reasons for the second “AI 
winter” in the 1990s. 

Nowadays, interest in AI for healthcare is back with much higher expecta-
tions and hopes, mainly based on the technical achievements providing huge 
computational power, access to massive volumes of data, and advanced ma-
chine learning methods. And it has a much better chance of succeeding on a 
large scale.  

Recent AI developments allow people from different backgrounds to use its 
tools and techniques, such as Machine Learning (ML), Natural Language Pro-
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cessing (NLP), Computer Vision, and Autonomous and Expert/Reasoning Sys-
tems in many areas, including within the healthcare sector.4 This potential has 
been largely mobilized in practice with the fight against the COVID-19 pan-
demic.5 

Although often mentioned as somewhat of a buzzword, the topic of AI has 
been present in the media forefront, even more so than ever, since the onset 
of the SARS-CoV-2 virus pandemic. And not surprisingly so – within the growing 
body of research in the field of AI and its related models and technologies, seri-
ous concerns about data privacy and security are often raised. 

Machine Learning instruments have been widely used to analyze existing 
data and produce predictions regarding the virus spread,6 recognize patterns to 
help diagnose new cases 7,8 and help explain treatment outcomes.9 Another 
promising trend of AI-based solutions to support the fight against the SARS-CoV-
2 virus is for the rapid funneling of drug compounds, which could prove effective 
against the virus, and the analysis of potential side effects and medication ef-
fects predictions. 

Despite the success of these applications, however, more controversial 
uses of AI have recently been reported, especially in the field of facial recogni-
tion, quarantine, and social distance control. As AI models need to process vast 
amounts of data, including sensitive and personal information, to be trained 
and integrated within a particular application, this makes them vulnerable to 
attacks from malicious actors and, in some cases, questionably unethical.  

In this paper, we analyze and discuss some uses of artificial intelligence in 
the fight against the COVID-19 pandemic through the prism of cybersecurity, 
data privacy, and AI safety, including an overview of some challenges, opportu-
nities, and tools. Furthermore, and to give more context, we will provide an 
overview of recent developments and exciting applications of AI methods and 
tools in terms of AI against COVID-19, AI for Cybersecurity, Cybersecurity for AI, 
and Misusing AI. Last but not least, we will doscuss that securing artificial intel-
ligence will require new ways of thinking about security and what it means in 
the context of digital dependency and digitalized information society. 

AI for Pandemic Control 

Although AI-empowered applications have been reported as experimental used 
during various disease outbreaks, the unprecedented spread of the COVID-19 
pandemic mobilized all means to tackle different aspects of disease spread and 
treatment. 

The rapid adoption and early results have demonstrated that AI could play 
an essential role in the fight against COVID-19 and future disease outbreaks. 
Based on big data analytics, machine learning (ML), and deep learning (DL) 
methods and techniques, AI has proven helpful in identifying the disease’s 
spread, clustering, trends, and patterns. They are also successful in predicting 
future outbreaks and mortality rates, supporting the diagnosis,10,11,12 by moni-
toring large numbers of cases, resources and supplies management, and, of 
course, facilitating research for the prevention and effective treatment. Most of 
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the applications evolved quickly from experimental to practical use, and even 
proof-of-concept pilots turned out to be of significant help in the fight against 
the “unknown.” 

AI for outbreak prediction 

AI/ML was widely applied in systems to forecast the spread of the virus, produce 
early warnings, provide helpful information about the disease outbreak and vul-
nerable regions, and predict morbidity only by monitoring social media, blog 
posts, and news. 

The Canadian startup company BlueDot has developed a system for early 
detection of the virus using AI. It is based on continuous review over 100 data 
sources of news, even ticket sales, climate data, demographics, and animal pop-
ulations as well. They claim they detected the outbreak of pneumonia in Wu-
han, China, on 31 December 2019 and that also could identify the cities most 
likely to experience this outbreak.13 

Smart Wearables and Pre-Symptomatic Alerting 

A new opportunity for AI-powered healthcare is what we call personal 
healthcare management. Personal healthcare management is made possible by 
the advent of new wearable technology, like smartwatches (e.g., Apple Watch), 
and activity/fitness trackers, such as Fitbit. These devices continually monitor 
features of our physiology, such as our heart rate and body temperature. This 
combination of features raises the fascinating prospect of having large numbers 
of people generating data series related to their state of health continually. AI 
systems could then analyze these data streams locally (via the more powerful 
smartphone you carry in your pocket) or by uploading them to an AI system on 
the internet, in the cloud. 

It is vital not to underestimate the potential of these wearable technolo-
gies. For the first time, we could monitor our state of health continually. At the 
basic level, AI/ML-based healthcare systems may provide impartial advice on 
managing our health or generate an early alert. Some devices, like Fitbit, could 
not only monitor our activities but also set targets and monitor their achieve-
ment.  

Coronavirus-infected people sometimes do not realize their symptoms for 
up to 5 days. In this situation, the virus can easily and asymptomatically spread 
to a large circle of people. A smart wearable ring manufactured by the Finnish 
startup Oura,14 which records temperature, heart rate, respiratory rate, and ac-
tivity levels, has been widely used for testing various AI-based algorithms for 
early COVID-19 infection alerting and reducing the spread of the virus. One of 
the models is claimed to predict whether the people infected within 24 h have 
COVID-19 symptoms and detect fever before one has it. The Oura ring can con-
tinually register various rest-taken schedules, action-based types and their de-
gree, the ecosystem temperature, and pulse fluctuation in the body. The data 
collected from 65,000 subjects as part of the TemPredict study will be stored at 
the San Diego Supercomputer Center. They will be available to link with other 
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datasets for further analyses. It is expected that AI/ML-based models analyzing 
the evolution and correlation of multiple parameters through data from wear-
able sensors will help early detect other infectious diseases, such as the flu.  

Similar research at U.S. Army Medical Research and Development Com-
mand was piloted to monitor the health status of the personnel remotely and 
for AI-based early pre-symptomatic alerting. It is also expected that soon find-
ings from this research will provide a near-continuous level of support and re-
silience to any U.S. Soldier across the globe.15 

Remote Diagnosis and Telemedicine 

The widest spread of AI/ML-empowered solutions for COVID-19 handling are 
the various telemedicine applications. By processing the data from remote sen-
sors (like temperature, heart rate, respiration, and blood oxygen), such systems 
help clinicians care for patients in their homes, nursing homes, and hospitals 
and optimize triage and resource planning. Based on such parameters and other 
remotely detectable health signs, such as voice, movement, weight, and even 
toileting, the ML models are used to monitor and predict the onset of adverse 
events and the progression of the disease. AI was used to augment and adapt 
mobile health applications which use smart devices like watches, mobile 
phones, cameras, and other wearables for diagnosis, efficient monitoring, and 
contact tracing. 

A non-traditional AI/ML-based method for early COVID-19 diagnosis was 
introduced by the MIT research team.16 It uses a novel approach for early diag-
nosis of COVID-19 by analyzing the coughing as recorded and transmitted by a 
dedicated mobile application. The researchers have found that asymptomatic 
people differ from healthy individuals in how they cough, although this is not 
decipherable to the human ear. The model is trained on tens of thousands of 
samples of coughs, as well as spoken words. It accurately identified 98.5 percent 
of coughs from people who were confirmed to have COVID-19, including 100 
percent of coughs from people without symptoms who tested positive. A cloud-
based application is ready for production and further training on data sets (ini-
tially trained on more than 200,000 forced-cough audio samples). In previous 
research, ML-based methods have been used to detect defects in human vocal 
cords by pronouncing different phrases, such as “mmm” or “them,” and for the 
early diagnosis of Alzheimer’s disease by analyzing emotional states in speech. 

AI for Monitoring Cases and Logistics 

AI techniques are applied for monitoring patients in clinical settings and pre-
dicting the course of treatment. Based on the data derived from vital statistics 
and clinical parameters, AI was helpful in allocating resources and prioritizing 
the need for equipment, such as ventilators and respiratory support in intensive 
care units. AI can also be used to predict the chances of recovery or mortality in 
COVID-19, provide daily updates, storage, and trend analysis, and chart the 
course of treatment. 
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Researchers from Israel reported an AI model which predicts the length of 
COVID-19 hospitalization. They used AI/ML to track hospitalized COVID-19 pa-
tients between clinical states and predict the number of days expected in dif-
ferent states through a personalized model. The system was trained and vali-
dated through substantial data sets from the Ministry of Health and the COVID-
19 hospitalized patient registry, which includes patient age and sex in addition 
to daily clinical status and dates of admission and discharge.17 

Accelerating Research for Drugs and Vaccines  

Because of the unpredictable yet highly contagious nature of the COVID-19 vi-
rus, research for analyzing the structure of the virus to create drugs and effec-
tive vaccines became the highest priority. The research is challenging since the 
virus belongs to a family of enveloped coronaviruses that contain single-strand 
RNA structures. Yet, similarly to double-stranded viruses, such as HIV, Ebola, 
and others, COVID-19 can rapidly mutate, making vaccine development and vi-
rus analysis difficult. AI methods and tools are being used to support this re-
search and accelerate vaccine development. 

A successful implementation of the Linearfold algorithm, disclosed by Baidu 
to researchers, is significantly faster than traditional RNA folding algorithms at 
predicting a virus’s secondary RNA structure. Baidu AI scientists have used this 
algorithm to predict the secondary structure prediction for the COVID-19 RNA 
sequence, reducing overall analysis time from 55 minutes to 27 seconds, mean-
ing it is 120 times faster.  

The MIT researchers have used machine learning to identify medications 
that may be repurposed to fight COVID-19.18 They have developed appropriate 
cell culture models to validate the hypothesis for a correlation between viral 
infection/replication and tissue aging and allow for highly specific and targeted 
drug discovery programs.  

To help researchers generate potential new drug candidates for COVID-19, 
IBM has applied the novel AI generative frameworks to three COVID-19 targets 
and has generated 3000 novel molecules, shared with scientists. The research-
ers at the Quebec institute Mila have used ML to discover antiviral drugs to fight 
COVID-19, using graph neural networks to explore combinations of existing 
drugs and trying to search for all possible drug-like molecules. 

AI/ML is helping in the race for the development of a vaccine against the 
pathogen.19 Researchers from the University of Michigan 20 used their Vaxign 
reverse vaccinology-machine learning platform that relied on supervised classi-
fication models to predict possible vaccine candidates for COVID-19. Thus, AI 
has accelerated manifold the pace of discovery. The rapid development of two 
highly effective mRNA vaccines (from Moderna and Pfizer) was possible through 
AI technology and innovative collaboration among researchers worldwide.21 
Thanks to AlphaFold2, the AI system created by the London-based company 
DeepMind, it was possible to predict the three-dimensional structures of very 
challenging target proteins with high accuracy. It is also used to model the pos-
sible mutations of the virus and, thus, the improvement of the vaccines.  
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AI helps not only the discovery and evolution of vaccines. Moderna and IBM 
plan to use modern technologies, AI and blockchain, for smarter vaccination 
management, distribution, and supply chain management. 

Chatbots and Service Robots 

Popular chatbots have been quickly adapted and widely used to disseminate 
information, especially in remote settings, as well as for symptom monitoring, 
behavior change alerting, mental health support, and remote assistance. How-
ever, researchers and authorities have warned about important challenges.  

Providing reliable and evidence-based information is critical in a pandemic, 
but there could be issues, such as conflicting advice between global and local 
authorities and misinformation. The developers should decide how to amplify 
reliable sources and coordinate global information sources, such as the WHO 
(World Health Organization), with advice from regional authorities. 

Some AI-empowered web and mobile-based chatbots, such as the World 
Health Organization’s Health Alerts or the Center for Disease Control’s Covid-19 
portal, are not only providing up-to-date information but also conducting self-
diagnosis for coronavirus infection at home. Those portals were also emulated 
in many developing countries.22 

Chatbots usually provide links to third-party services through which per-
sonal data might be shared with unexpected consequences. Symptoms screen-
ing and sharing health-related information between companies and govern-
ments are among the sensitive areas of application of these technologies. Be-
sides, there is a boom of service and anthropomorphic robots with an AI core 
that can be used to deliver essential services and routine assistance. 

Reforming Data Analytics 

The pandemic has changed the way AI was traditionally used for data analytics. 
Previous ML-based applications have been widely used for big data analytics, 
including Deep Learning techniques. According to Gartner,23 when COVID-19 
hit, organizations using traditional analytics techniques that rely heavily on large 
amounts of historical data realized that many of these models are no longer 
relevant and a lot of historical data sets are useless. The forward-looking data 
and analytics teams are pivoting from traditional AI techniques relying on “big” 
data to analytics that requires less or “small” and more varied data and applying 
adaptive machine learning. In addition to the expected technology scalability, 
responsible and ethical AI norms should be implemented to avoid data bias and 
provide data privacy. 

Examples and Highlights 

 AI and control of COVID-19 article by the Council of Europe. “Artificial intel-
ligence (AI) is being used as a tool to support the fight against the viral pan-
demic that has affected the entire world since the beginning of 2020. The 
press and the scientific community are echoing the high hopes that data 
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science and AI can be used to confront the coronavirus and “fill in the 
blanks” still left by science.”24 

 In Search for Cure: How Baidu is bringing AI to the fight against corona-
virus. In partnership with the Oregon State University and the University 
of Rochester, the Chinese company Baidu is intensively working on the 
Linearfold prediction algorithm. The algorithm studies the structure of 
the virus’s secondary RNA, thus aiming to provide scientists with further 
information about how the virus is spreading, along with its evolutionary 
patterns.25 

 AI for Computational predictions of protein structures associated with 
COVID-19. DeepMind continues improving the AlphaFold system while re-
leasing its structure predictions of several under-studied proteins associ-
ated with SARS-CoV-2. Their experiments have so far confirmed aspects of 
their model, raising hopes about the possibility of drawing biologically rel-
evant conclusions from blind predictions of even very difficult proteins and 
thereby deepening our understanding of understudied biological sys-
tems.26 

 IBM, Amazon, Google, and Microsoft partner with the White House to pro-
vide computing resources for COVID-19 research. AWS has already dedi-
cated $20 million to support COVID-19 research. Microsoft has announced 
several initiatives, mostly helping businesses cope with the fallout of this 
crisis.27 

 Predicting the evolution of the virus: The BlueDot case. The Canadian com-
pany BlueDot is predicting the virus evolution thanks to its AI/ML-based 
algorithm, which looks at more than 100 datasets—including news 
sources, airline ticket sales, demographic data, climate data, and animal 
populations—to predict and track the spread of disease.28 

 Using AI to verify compliance with the anti-epidemic measures by phone. AI 
has been widely used in support of such mass surveillance policies, with 
devices being used to measure temperature and recognize individuals or 
to equip law enforcement agencies with “smart” helmets capable of flag-
ging individuals with high body temperature.29 

AI for Cybersecurity: Examples from the COVID-19 Pandemic 

The year of the COVID-19 pandemic will undoubtedly be remembered as the 
year in which cybersecurity events exploded, and cyber incidents transformed 
the way we live and work. Due to the intensified use of the internet and virtu-
alization, cyber incidents have also increased dramatically. More than 445 mil-
lion cyberattacks were reported in 2020, double in comparison with 2019.30 But 
not only has the number and intensity increased but also the scope and the so-
phistication of the attacks have noticeably evolved, as the impact, as well as the 
motivation and the tools of malicious actors. Since the onset of the pandemic, 
the FBI has seen a fourfold increase in cybersecurity complaints and global 
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losses from cybercrime estimated at above $1 trillion in 2020.31 Several head-
lines already qualified 2020 as “The year that the COVID-19 crisis brought a 
cyber pandemic.” 

Of highest interest were all types of knowledge, data, and information re-
lated to COVID-19 research, drugs and vaccines, test results, and healthcare and 
patients’ records in particular. In July 2020, the UK National Cyber Security Cen-
tre (NCSC) reported that drug firms and research labs had been targeted for 
Covid-19 vaccine information by a group known as APT29 (Russian state-spon-
sored hackers). 

AI/ML methods and tools are already widely used in incident detection and 
prevention systems (IPDS), and more sophisticated and advanced SIEMs (Secu-
rity Information and Event Management systems) for network and systems be-
havior monitoring, filtering “false positives,” and rapid response. Due to the 
increased intensity of the attacks and the growing attack surface complexity, 
AI/ML methods and tools have become inevitable for threat assessment, effec-
tive cyber defense, threats assessment, and resilience. 

The main types of growing attacks in 2020 and some of the novel AI-based 
threat-hunting methods and tools were: 
 Social engineering - a third of the breaches, of which 90% by phishing - AI 

is used to detect various AI-enabled attacks, like “deep fakes” (technology 
can determine when an image or video is counterfeit). AI/ML is used to 
filter out fake reviews in a dataset (e.g., statistics show 61% of electronic 
reviews on Amazon are fake) and misinformation. 

 Ransomware - just the ransom demands amounted to $1.4 billion, 22% of 
the cases. In Germany, cybercriminals targeted a hospital for ransom, with 
patient care systems being disabled, resulting in one patient’s death. 

 DDoS attacks remain a growing threat, with 4.83 million DDoS attacks at-
tempted in the first half of 2020 alone. Since criminals now employ AI to 
perform DDoS attacks, AI/ML and behavior monitoring tools are the cure 
to look for the weak spots, especially if a massive amount of data is in-
volved.  

 Supply chain – third-party software, supply chain, and corporate security 
challenges – AI/ML/DL technology is for “hidden threats” analysis and re-
mote working environment.  

Examples and Highlights 

 Sensitive Content Filtering with AI: Facebook is now using AI to sort content 
for quicker moderation. Facebook has made yet another step in the direc-
tion of having artificial intelligence handle more moderation duties on its 
platforms. Lately, it announced its latest step toward that goal: putting ma-
chine learning in charge of its moderation queue and limiting the need for 
human review of posts that include everything from spam to hate speech.32 
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 Check Point Presents the First Autonomous Threat Prevention System. 
Check Point, a global leading provider of cybersecurity solutions, has intro-
duced its next-generation unified cyber security platform. The platform de-
livers autonomous threat prevention designed for the entire distributed 
enterprise.33 

 Machine Learning: Higher Performance Analytics for Lower False Positives. 
Faced with mounting compliance costs and regulatory pressures, financial 
institutions are rapidly adopting Artificial Intelligence (AI) solutions, includ-
ing machine learning and robotic process automation (RPA) to combat so-
phisticated and evolving financial crimes.34 

 Applicability of machine learning in spam and phishing email filtering: re-
view and approaches. Machine learning models are being extensively used 
by leading internet service providers like Yahoo, Gmail, and Outlook, to fil-
ter and classify UBEs successfully.35 

 A Machine Learning Study on Phishing URL Detection. When the goal is to 
flag a suspicious phishing URL previously unknown to blacklist data provid-
ers, Machine learning offers a solution used for such a prediction task.36 

 Thorough Analysis For Using Data Science To Detect Malicious Domains. 
Analyzing existing enterprise traffic logs with a data science approach is an 
efficient way to detect signs of a breach. VPN and Active Directory logs can 
be used to detect compromised account activities. Database or file-level 
access logs can also be used to detect insider threat activities. Mining these 
voluminous logs require different machine learning and data mining meth-
ods will vary depending on use cases.37 

Towards Robust and Trustworthy AI: Cybersecurity for Artificial Intelli-
gence 

Undoubtedly, AI systems based on software and IT need to comply with evolv-
ing cybersecurity requirements. But this is not enough, as the AI methods and 
tools are based on different architectures, technologies, algorithms, and data 
compared to traditional systems. The EU approach to AI, as outlined in the EU 
Strategy for AI from 2018, and in the EC White Paper of February 2020 on AI is 
defined as “ethical, secure and cutting-edge AI made in Europe.”  

The Executive Director of the EU Agency for Cybersecurity ENISA Juhan Le-
passaar said: “Cybersecurity is one of the bases of trustworthy solutions for Ar-
tificial Intelligence. A common understanding of AI cybersecurity threats will be 
key to Europe’s widespread deployment and acceptance of AI systems and ap-
plications.” 

In the ENISA “AI Cybersecurity Challenges” report of December 2020,38 an 
AI cybersecurity ecosystem and a “Threat Landscape for AI” are outlined. It is 
stated that “When considering security in the context of AI, one needs to be 
aware that AI techniques and systems making use of AI may lead to unexpected 
outcomes and may be tampered with to manipulate the expected outcomes. 
This is particularly the case when developing AI software that is often based on 
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fully black-box models, or it may even be used with malicious intentions, e.g. AI 
as a means to augment cybercrime and facilitate attacks by malicious adver-
saries.” It is, therefore, essential to secure the AI itself.  

The steps to achieve cybersecurity for AI, specifically tailored for machine 
learning-based models and the AI development and implementation lifecycle, 
are: 

 understand what needs to be secured (assets, subject to AI-specific threats 
and adversaries)  

 understand the related data governance 

 manage threats in a multi-party ecosystem in a comprehensive way by us-
ing shared models and taxonomies 

 develop specific controls to ensure that AI itself is secure. 

The cybersecurity threats to AI are listed as: “lack of robustness and the 
vulnerabilities of AI models and algorithms, e.g. adversarial model inference and 
manipulation, attacks against AI-powered cyber-physical systems, manipulation 
of data used in AI systems, exploitation of computing infrastructure used to 
power AI systems’ functionalities, data poisoning, environment variations which 
cause variations in the intrinsic nature of the data, credible and reliable training 
datasets, algorithmic validation/verification (including the integrity of the soft-
ware supply chain), validation of training and performance evaluation pro-
cesses, credible and reliable feature identification, data protection/privacy in 
the context of AI systems, etc.” 

Cybersecurity is fundamental for trustworthy AI solutions, but three gen-
eral aspects are listed in the “Ethics Guidelines for Trustworthy AI”39 by the EU 
High-Level Expert Group: 

 lawful  

 ethical 

 robust (with technical robustness and safety, security and resilience, trans-
parency, traceability, explainability, etc.). 

Standards and certification schemes are under development by standardi-
zation bodies (ETSI, CEN, ISO/ICE, and others). An “Assessment List for Trust-
worthy Artificial Intelligence” (ALTAI)40 is available online for self-assessment, 
specifically tailored for SMEs. 

Examples and Highlights 

 Microsoft announces two AI-based technologies to combat disinformation. 
Microsoft announces two AI-based technologies for media analysis to de-
tect manipulated content and assure the authenticity of a given media ar-
tifact. One of the solutions offers a browser extension to check certificates 
and match hashes, letting people know about the degree of accuracy and 
authenticity of the viewed content.41 
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 Attacking Artificial Intelligence: AI’s Security Vulnerability and What Policy-
makers Can Do About It. As AI systems are integrated into critical commer-
cial and military applications, attacks against AI can have serious, even life-
and-death, consequences. AI attacks can be used in several ways to achieve 
a malicious end goal. This report provides guidelines, general information, 
and recommendations to policy-makers about securing AI.42 

 Scalable Private Learning with PATE. Federated Learning to secure Ma-
chine Learning Against Privacy Attacks.43 

 Employing Encryption Techniques on Machine Learning Training Data. This 
paper presents a method to convert learned neural networks to Cryp-
toNets, which can be applied to networks.44 

 Early Warning System for Disinformation Developed with AI. Researchers 
at the University of Notre Dame are working on a project to combat disin-
formation online, including media campaigns to incite violence, sow dis-
cord, and meddle in democratic elections.45 

 Scientists voice concerns and call for transparency and reproducibility in AI 
research. Scientists challenge scientific journals to hold computational re-
searchers to higher standards of transparency and call for their colleagues 
to share their code, models, and computational environments in publica-
tions.46 

 Security software for autonomous vehicles. Before autonomous vehicles 
participate in road traffic, they must demonstrate conclusively that they do 
not pose a danger to others. New software prevents accidents by predict-
ing different variants of a traffic situation every millisecond.47 

 Making AI Trustworthy. A new tool generates automatic indicators if data 
and predictions generated by AI algorithms are trustworthy.48 

Misusing AI: Good Technology Gone Bad 

Stephen Hawking famously said, “AI will be either the best or the worst thing 
ever to happen to humanity.” Now, more than ever, and especially in the light 
of a global pandemic, we realize the double-edged sword that AI is if misused. 
Privacy concerns, AI algorithms tracking our every move, have come to the me-
dia forefront, and weaponizing AI has become increasingly scarier. 

From using AI to remotely execute intelligent, self-propagating attacks to 
employing AI to track abidance to pandemic countermeasures or using ML to 
mimic the behavior of trusted system components, we have witnessed a lot of 
artificial intelligence misuse during 2020. And we are convinced now, more than 
ever, that AI will be either the best or the worst thing to ever happen to human-
ity. 

Intelligent Surveillance 

With recent developments in AI for video and audio analytics, the nature of 
what we think surveillance is becoming subject to change. Experts worry that 
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besides some positive outcomes, such as AI-powered cameras being able to rec-
ognize people breaking the law or posing an immediate danger to others, trou-
bling predictions are also becoming a reality. With powerful algorithms able to 
quickly identify people, this data can be further correlated to other data about 
the same person, providing a very indiscrete insight into people’s lives, motiva-
tions, and behavioral patterns. Furthermore, with the increasingly cheaper and 
accessible cloud and hardware storage, video, audio, and other artifacts of our 
every move are being stored for longer than they used to be, making it easier 
to “dig up dirt,” for instance. 

Facial and Voice Recognition 

With hundreds of bots automatically scraping the web for video and audio re-
cordings, along with images of people, an enormous amount of data is being 
processed and analyzed without people’s consent, creating vast facial or voice 
recognition databases for training a large variety of machine learning algo-
rithms. This non-consensual collection of personal and sensitive data could put 
an end to privacy by falling into malicious hands or being used for questionable 
purposes. Besides, with the advancement of deep fakes, seeing no more equals 
believing, and we become increasingly troubled when attempting to recognize 
fake news, footage, recordings, and information. 

Faking Medical Data and Images 

Deep Learning malware samples have been explicitly tested in medical environ-
ments, showcasing a variety of intelligent attacks against images, such as alter-
ing MRI scans, or even more scary, altering a patient’s diagnosis by recognizing 
and removing tumors from MRI scans. The possibility to seamlessly conduct in-
telligent AI-based attacks on entire systems-of-systems by intelligently mimick-
ing components of a healthcare service or supply chain has also scared 
healthcare providers and cybersecurity experts alike. 

Examples and Highlights 

 Deep Learning Malware Can Fake Cancer on Medical Images. A deep learn-
ing algorithm successfully penetrated a healthcare organization and fooled 
both humans and an AI system with faked medical images. The algorithm 
infiltrates a typical health system’s PACS infrastructure and alters MRI or 
CT scan images using malware based on a type of machine learning called 
generative adversarial networks (GANs) to inject fake tumors or remove 
real cancers from the patient data.49 

 Deepfakes Are Going To Wreak Havoc On Society. We Are Not Prepared. 
The amount of deepfake content online is growing at a rapid rate. At the 
beginning of 2019, there were 7,964 deepfake videos online, according to 
a report from startup Deeptrace; just nine months later, that figure had 
jumped to 14,678. Even more troubling, it is certain that deepfakes will 
make it increasingly difficult for the public to distinguish between what is 
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real and what is fake, a situation that malicious actors will inevitably ex-
ploit.50 

 A surveillance company harassed female employees using its facial recog-
nition technology. A surveillance startup in Silicon Valley is being accused 
of sexism and discrimination after a sales director used the company’s fa-
cial recognition system to harass female workers. Last year, the sales direc-
tor accessed these cameras to take photos of female workers, then posted 
them in a Slack channel called #RawVerkadawgz alongside sexually explicit 
jokes.51 

 AI Has Made Video Surveillance Automated and Terrifying. AI can flag peo-
ple based on their clothing or behavior, identify their emotions, and find 
people who are acting “unusual.”52 

 Clearview AI stops facial recognition sales in Canada amid privacy investi-
gation. Clearview AI will no longer sell its facial recognition software in Can-
ada, according to government privacy officials investigating the company. 
The end of Clearview AI operations in Canada will also mean the end of the 
company’s contract with the Royal Canadian Mounted Police.53 

 Protecting smart machines from smart attacks. In a series of recent papers, 
a research team has explored how adversarial tactics applied to artificial 
intelligence (AI) could, for instance, trick a traffic-efficiency system into 
causing gridlock or manipulate a health-related AI application to reveal pa-
tients’ private medical history.54 

 Security Attacks Analysis of Machine Learning Models. An overview of com-
mon security risks and attacks related to ML.55 

AI for Recovery and Development in the Post-Covid-19 Era  

Finally, observing the already passing climax of the pandemic and the waning 
consequences, we began to plan the economy’s recovery and restore our nor-
mal life. What are the lessons learned, and how could AI help not only in restor-
ing but also improving our digitalized society? These opportunities have been 
outlined in the latest World Bank report,56 “Harnessing Artificial Intelligence for 
Development on the Post-COVID-19 Era.” The report summarizes the new and 
innovative AI applications and solutions to help manage the spread of the virus, 
drive drug discovery and cope with social distancing requirements.57 A broader 
application of AI, at the onset of the pandemic, was used to monitor the spread 
of the virus and predict where and when new outbreaks might occur. AI was 
widely used to accelerate the speed of vaccine research, yielding multiple vac-
cines in record time. AI was also used to power web and mobile-based chatbots 
to help people find information quickly and conduct self-diagnosis for corona-
virus infection at home. And as the pandemic enters the vaccination phase, 
some AI-based applications are applied to inform triage planning for population 
groups, to forecast demands, to manage supplies and supply chains and to mon-
itor postvaccination of drug reactions.58 
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Based on the experience and lessons learned, there are three immediate 
areas where AI/ML could be of further help, namely:  
 AI could help to limit the further spread of infection and continuously mon-

itor for eventual new waves; 

 AI could build on the lessons learned from the pandemic to alert earlier 
governments for eventual future disease spread and pandemic; 

 AI may offer commercial benefits and facilitate economic and services 
growth by accelerating the technology revolution (Industry 4.0 towards 
5.0). 

The World Bank report 59 underlines that AI technologies’ development re-
mains heavily concentrated in a small number of advanced economies. This has 
immediate implications for global recovery efforts in the post-Covid-19 era, con-
sidering AI’s potential to help developing countries rebuild quickly across critical 
sectors once the pandemic subsides. They have studied the leading countries’ 
national strategies and approaches, ranking high in global indexes such as Stan-
ford Global AI Index and the Oxford Insights Government AI Readiness Index. 
The purpose was to advise and guide the lagging countries. In 2020, Bulgaria 
accepted a concept for the development of Artificial Intelligence in Bulgaria un-
til 2030, focusing on scientific advancements and software/IT development, and 
two priority sectors - intelligent agriculture and healthcare. 

Conclusions 

The “new normal” imposed by the COVID-19 pandemic during 2020 has tremen-
dously accelerated the deployment of experimental technologies in healthcare, 
as well as and facilitation and security for virtualized teaming and teleworking. 
Likewise, a significant boost was given to the adoption of AI following the ex-
plosive growth of investments during the past decade.  

Notwithstanding, the lockdown also gave a boost to the actual digital trans-
formation of business, public administration, education, and social life and has 
forcedly activated plans belated for years. Although mostly experimental, AI de-
velopments have quickly been harnessed in the fight against the pandemic. Un-
doubtedly, this “third AI” boom will have a significant impact not only on 
healthcare but also on the completely new organization and quality of life in 
this “digitized to survive” world in which we currently live. 

Artificial intelligence has become an important cornerstone of the fight 
against the COVID-19 pandemic, as well as in more and more areas of life, work, 
and leisure, but also an indispensable element of the future of the economy not 
only in the European digital market but worldwide alike. 

The examples and overview provided in this paper aimed to shed light on 
some of the most recent developments and applications of AI through the prism 
of cybersecurity, using COVID-19 as a leveraging mechanism for innovation. 
Through this overview, we provided yet another example of the need for ethi-
cal, technically robust, and lawful AI, showcasing not only the challenging areas 
but also the achievements and opportunities opened to representatives from 
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different industries using AI. This overview further provided a stage for the in-
tersection between cybersecurity and AI to shine through as a necessary com-
ponent to innovation and securing the future of freedom and fundamental hu-
man rights. 

Finally, we put forth the proposition that potentially regulating Artificial In-
telligence to ensure the development of secure, trustworthy, and technically 
robust AI solutions is a fundamental approach toward the evolution of the po-
tential of AI solutions but also for protecting the essential human rights of citi-
zens worldwide. 
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